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Abstract: A method of speech coding and decoding is proposed. The speech coding 

algorithm is based on first derivate calculation of input speech signal, identification of critical 

points and input signal amplitude in these points, time period measurement between critical points. 

The result of codification represents a sequence of amplitudes and time periods. The decoding 

algorithm utilizes values of COS or SIN functions for reconstruction of the input speech.  
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1. INTRODUCTION 

Narrowband speech codec’s are used to give an efficient digital representation of telephone 

bandwidth speech. Often the speech is band limited to between 200 and 3400 Hz, and is sampled at 

8 kHz. An ideal speech codec will represent this speech with as few bits as possible, while 

producing reconstructed speech which sounds identical, or almost identical, to the encoded speech. 

Of course in practice there is always a trade-off between the bit rate of the codec and the quality of 

its reconstructed speech [1].  

Speech codec’s are often broadly divided into three classes - waveform codecs, source 

codecs and hybrid codecs. Typically waveform codecs are used at high bit rates, and give very good 

quality speech. Source codecs operate at very low bit rates, but tend to produce speech which 

sounds synthetic. Hybrid codecs use techniques from both source and waveform coding, and give 

good quality speech at intermediate bit rates.  

The simplest form of waveform coding is Pulse Code Modulation (PCM), which merely 

involves sampling and quantizing the input waveform (standard G 711). Narrow-band speech is 

typically band-limited to 4 kHz and sampled at 8 kHz. If linear quantization is used then to give 

good quality speech around twelve bits per sample are needed, giving a bit rate of 96 kbits/s. This 

bit rate can be reduced by using non-uniform quantization of the samples [3].  
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A commonly used technique in speech coding is to attempt to predict the value of the next 

sample from the previous samples [2]. If the predictions are effective then the error signal between 

the predicted samples and the actual speech samples will have a lower variance than the original 

speech samples. This is the basis of Differential Pulse Code Modulation (DPCM) schemes - they 

quantize the difference between the original and predicted signals.  

Adaptive Differential Pulse Code Modulation (ADPCM) codecs are waveform codecs which 

instead of quantizing the speech signal directly, like PCM codecs, quantize the difference between 

the speech signal and a prediction that has been made of the speech signal.  In the mid 1980s the 

CCITT standardized a 32 kbits/s ADPCM, known as G721, which gave reconstructed speech 

almost as good as the 64 kbits/s PCM codecs. Later in recommendations G726 [4] and G727 [5] 

codecs operating at 40, 32, 24 and 16 kbits/s were standardized.  

Waveform coders are capable of providing good quality speech at bit rates down to about 16 

kbits/s, but are of limited use at rates below this. Source codec's on the other hand can provide 

intelligible speech at 2.4 kbits/s and below, but cannot provide natural sounding speech at any bit 

rate. Although other forms of hybrid codec’s exist, the most successful and commonly used are time 

domain Analysis-by-Synthesis (AbS) codec’s. AbS codec’s were first introduced in 1982 by Atal 

and Remde with what was to become known as the Multi-Pulse Excited (MPE) codec. Later the 

Regular-Pulse Excited (RPE) and the Code-Excited Linear Predictive (CELP) codec’s were 

introduced. 

Currently the most commonly used algorithm for producing good quality speech at rates 

below 10 kbits/s is Code Excited Linear Prediction (CELP). This approach was proposed by 

Schroeder and Atal in 1985, and differs from MPE and RPE in that the excitation signal is 

effectively vector quantized [7].  

The complexity of the original CELP codec was much too high for it to be implemented in 

real-time - it took 125 seconds of Cray-1 CPU time to process 1 second of the speech signal. Since 

1985 much work on reducing the complexity of CELP codec’s, mainly through altering the 

structure of the codebook, has been done. Also large advances have been made with the speed 

possible from DSP chips, so that now it is relatively easy to implement a real-time CELP codec on a 

single, low cost, DSP chip. Several important speech coding standards have been defined based on 

the CELP principle, for example the American Department of Defense (DoD) standardized in 1991 

a 4.8 kbits/s CELP codec as Federal Standard 1016, and the CCITT low-delay 16 kbit/s codec 

which was developed at AT\&T Bell Labs, and was standardized in 1992 as G728 [6].  
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One of the most important conditions in speech coding systems design is the low frequency 

and its narrow dynamic range. In this paper a method of speech coding is proposed that gives a high 

compression coefficient and a qualitative index of a reproduced speech signal. 

 

 
Let’s have an input voice signal )(tU  that is 

defined at certain time period [0, T] (Fig. 1), at which 

the signal continuous condition is performed. This will 

provide the calculation of the differential value  

dt
tdU )(  . 

 

2. SPEECH CODING ALGORITHM 

Speech coding algorithm is based on the first 

derivative property of the continuous function for the 

input speech signal )(tU . A time differentiation is done 

for the input speech signal, the critical points 

0)( 
dt

tdU  and time periods t  between these 

critical points are calculated. The block diagram for 

the speech coding algorithm is shown on Figure 2, 

where: 

 START – The beginning of the algorithm; 

1. Data Init – The initialization of the device 

and variables necessary for speech coding; 

Fig. 1. Input Speech 
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Fig. 2. Block diagram of

the data coding algorithm
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2. Timer Init – The timer initialization for t  periods measuring; 

3.  Input )(tU  - Speech signal insert;  
4. ADC )(tU  - The analog-to-digital transformation of the input speech signal )(tU . As the 

result the digital code )(tDU is obtained; 

5. 
dt

tdU )(  - The calculation of the time derivative of the input signal;  

6. 0)( 
dt

tdU  - If the input signal pass through the critical point then go to step 8, if not 

go to step 4; 
7. Timer Stop – The end of the time period t  measuring; 
8. Out )(tDU  - Storage of the digital code )(tDU  value in the critical point for further 

processing; 
9. Out t  - Storage of the time period t  value between critical points for further 

processing; 
10. Data End – If all input data have been processed then go to step 12, if not return to step 

3. 
11. STOP – End of the algorithm. 

The results of the speech coding algorithm (Table 1) will be the set of input signal’s 

amplitudes in critical points )(tU , 
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Table 1. The results of the speech coding algorithm. 

U1 Δt1 U2 Δt2 U3 Δt3 U4 … Δtn-1  Un 
 

 

3. SPEECH DECODING ALGORITHM 

Speech decoding is based on using of the approximation function COS  or SIN  and first 

derivate properties of the continuous function )(tU . In case of using function COS  to approximate 

the voice signal the interval  ,0  is determined for the decrease part of the waveform output signal 

)(* tU  and interval   2,  is determined for the increase part of )(* tU . When function SIN  is used 

for approximation the output signal )(* tU  decrease on interval 
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 and increase on interval 
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,
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3 
. The algorithm for speech decoding is shown on Figure 3, where: 
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1. START – The beginning of the 

algorithm; 

2. Data Init – At this step the function for 

decoding is selected ( COS or SIN ) and 

the accuracy of input data processing is 

determined. The accuracy of data 

processing depends on digitization level 

K  on the interval between two critical 

points; 

3. Input ttDU ),(  - Serial input of the 

speech signal amplitude )(tDU  in the 

critical point and the time period t  

between the preceding critical point and 

the current one;  

4. ii Ut  ,  calculation  - Digitization step 

calculation between two critical points 

according to the following formula:  

K
t

t i
i

                              (1)  

                   and determination of the output signal 

                   variation on interval  it  according   to 

                   formula (2) 

       iii UUU  1                      

(2); 
5-9. The value of the restore speech signal calculation according to the following 

formula:      
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    (3);  

10. End Data – If all input data are processed, then go to step 11, if no go to step 3; 

11. STOP – The end of the speech decoding algorithm. 

The speech decoding algorithm was tested using approximation functions COS  and SIN . 

The results were the same.  
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Fig. 3. Block diagram of

the data decoding algorithm
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The results of the input signal reconstruction are shown on Figure 4. It can be noted that the 

speech decoding algorithm allows reproducing the initial signal at a high level of precision. The 

output speech signal quality is practically the same as the original one.  
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4. EXPERIMENTAL RESULTS 

A code program was elaborated for proposed algorithms testing. The code program consists 

of two parts. First part is for speech encoding and the second one for speech decoding.  

The data acquisition is made using standard port MIC IN at 92 kHz digitisation frequency. 

Encoding is processed in 8 bits words. Encoding program checks the condition 0)( 
dt

tdU using 

obtained digital codes and forms the table that contains the set of input signal’s amplitudes in 

critical points )(tU  and the set of time periods t  between them.  

For testing proposed the program was trained with analogue signal band limited to between 

100Hz and 10 kHz. The obtained results were written in a binary file which capacity depends 

linearly on the input signal frequency. For each period of the waveform input signal two critical 

points are determined that are characterized by two values:  )(tU  and t . So if for each value 1 

byte is needed at 100 Hz frequency 400 bytes is necessary and at 10 kHz the capacity is 40000 

bytes. 

Speech decoding program read the binary file and processed it according to formula (3). The 

results were transmitting to standard port LINE OUT that performs the conversion of digital signals 

in sound.   

Reconstructed accuracy approaches 90% when the input frequency is low and 96% when 

this frequency is high.  
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5. CONCLUSIONS 

In this paper a method for speech coding is proposed. The analysed algorithms allow 

obtaining a good quality for speech signal coding and decoding. The proposed encoder and decoder 

algorithms are easy to implement. The reproduced speech practically does not differ from the initial 

one. The efficiency of the implemented method is not so good if the input speech signal has a 

frequency larger then 15000 Hz because in this case the data compression coefficient decreases. 

In our further researches we intend to implement the proposed circuits in reconfigurable 

structures that will allow more flexible adaptation of the coding system to local communication 

standards. 

The coding and decoding algorithms can be utilized in both mobile phone communication 

and fixed phone communication. 
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